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Principal Component Analysis

GeneSpring Tutorials:

Principal Components Analysis
http://www.chem.agilent.com/cag/bsp/SiG/Downloads/Tutorial/principal component analysis.viewlet/pri

ncipal component analysis viewlet swf.html

Analysis Guides: Principal Components Analysis
http://www.chem.agilent.com/cag/bsp/SiG/Downloads/pdf/pca.pdf




Principal Component Analysis

Microarray Data Matrix

MA Table expl1 exp02 exp03  expld expls  expese expp
gens001 | -045 | 042 0657 082 067 -0.35
gene002 | -0.3% | 058 1.08 0 121 0482 -0.58
genell3 087 | 025 017 | 018 -0.13 013
genel0d 1687 103 122 031 016 -1.02
genells | 115 0850 121 162 1.12 -0.44
genellB 004 0120 031 016 047 0.08
gene007 295 045 040 065 -059 076
gene00s | -1.22 0 074 134 150 063 -0.55
gene009 | 073 106 079 002 0.6 0.03
gene010 | -055 | 040 013 058 -0.09 -0.45
gened11 | 050 042 0BG 105 OGBS 0.m
gened12 | 086 029 042 045 030 063
gened13 | 016 028 017 028 002 -0.04
gene14 | 036 003 -003 008 -023 -0.21
genel1s | 072 085 0454 104 084 -0.64
gened16 | 078 052 026 020 048 0.27
gensdl? 00 -055 041 045 018 -1.02
gene018 | 020 067 013 010 038 0.05
gened19 | -229 064 077 160 053 -0.38
gene020 | -146 076 103 150 074 070
gene021 | 057 0 042 103 135 0B4 -0.40
gene022 | 011 013 041 0OBO 023 0.19
HENEse s

gene N | 179 094 213 175 023 -0.66

Make a visual inspection of the
relationship between genes or
conditions in a multi-dimensional
matrix.

PCA is a method that reduces
data dimensionality by performing

a covariance analysis between
factors.

In GeneSpring, PCA can be performed based on
gene expression profiles, or based on samples or
conditions.

As an exploratory tool to uncover unknown trends in the data.
PCA on genes provide a way to identify predominant gene expression

patterns.

PCA on conditions explore correlations between samples or conditions.
PCA is to ‘summarize’ the data, it is not considered a clustering tool.



PCA

(Pear son 1901; Hotelling 1933; Jolliffe 2002)

PCA is a method that reduces data dimensionality by finding the new variables
(major axes, principal components).

Image source: 61BL4165 Multivariate Statistics, Department of Biological Sciences, Manchester
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Amongst all possible projections, PCA finds the projections so that the maximum
amount of information, measured in terms of variability, isretained in the smallest
number of dimensions.
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PCA: Loadings and Scores

Scores Matrix Data Matrix Loadings Matrix
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Thelith principal component|of X is X v;, where v; is the [ith normalized eigenvector jof Xy

corresponding to the 7th largest eigenvaules.

Eigenvalues A\; > Ay > --- > Ay The eigenvalue corresponding to
k an eigenvector represents the

i=1 A amount of variability explained by

AP that eigenvector.

proportion =



|nterpretation of the PCA Results

Microarray Data Matrix

P& Table expOl exp02 expl3  expld expls  expese expp

=

gene001 | 045 042 087 092 067 035
gene002 | 033 0588 108 121 0482 -0.a8
gened03 | 0687 025 017 018 013 -0.13
genel04 | 157 103 122 031 016 -1.02
genel0s | <115 086 121 162 112 -0.44
genel0B | 0.04 | -012 0 031 016 017 0.08
geneld07 | 295 045 040 066 -0.53 -0.76
gened05 | 122 074 134 1480 063 0.85
gened03 | 073 106 078 002 06 0.03
gened10 | 058 040 013 0453 -0.09 0.45
gened11 | 050 -0.42 066 105 0ES 0.01
gened12 | <086 -0.29 042 046 030 -0.63
genedtd | 016 029 017 028 -002 -0.04
genel14 | 036 -0.03  -0.03 008 -023 -0.21
genelts | 072 -0.85 054 104 084 -0.64
genellB | 078 0582 026 020 048 027
gened1?7 | OG0 055 041 045 018 -1.02
genedd | 020 OBY | 013 010 038 0.05
gened19 | 229 064 077 160 043 -0.38
gene20 | <146 076 1.0 150 074 -0.70
gened21 | -057 | 042 103 135 0B4 -0.40
genel22 | 011 013 041 06D 0323 013
HENEees

gene N | 179 084 213 178 023 066

PCA for Cell Cycle Data on Genes

2nd PCA Componnet

\

PCA for Cell Cycle Data on Conditions
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PCA on Genes and Conditions

If you have a serial type or your experiment may consist of only
dose experiment with one a few different conditions but with a
main parameter, such as time large quantity of replicates.

or concentration, you will You may primarily be interested in
more ikely be nterested in ool S S ol
iInding principal gene

expre%s?on pE‘)OngS (IC)); {?edrl;]/;dual genes’ expression

PCA on conditions will identify the
key sample profiles.
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Source: Analysis Guides: PCA Source: Analysis Guides: PCA




Viewing PCA on Genes Results

#. Principal Components Analysis (Genes) Results
Principal Components Analysis on Genes
Experiment: Yeast cell cycle time series (no 90 min), Default Interpretation, mode: Log

Gene List: Control Signal between 37 and 5,929 .5

time (minutes)

Principal component #2
Principal component#3 141%
Principal component#4 9.882%
Principal component#8 | 7.093%
| Principal component#6 | 5.027%
Principal component#7  3.82%

Principal component#2 3.7759%
Prinrinal rormnnnant 20 7 G040

=
~Sawe Scores

To save gene lists whose associated values are the component scores
for each gene, click Save Scares

Save Profiles

To save the shape of each principal component as an expressiaon
profile, click Save Profiles

Close Help

O 10 20 30 40 S0 GO FO &0 100 110 120 130 140 150 160

Split Window

Show Bar Graph

Change Colors...

Save Scores..

Save Profiles..

PCA on genes will find
relevant components, or
patterns, across gene
expression data.

1 ¥ PCAcarrponent 2 (FCA 2 companent)

-

L . *-——__TX:PCA campanent 1
1

“PCAcomponent 3 {PCA 3 ccmpanent

Source: Analysis Guides: PCA



Viewing PCA on Conditions Results

% Principal Components Analysis (Conditions) Res... [ | ||I:I|['§|

Principal Companeants Analysis on Conditions
Conditions: Bacterial Response Study, Default Interpretation [Mode: Log of ratio]

Gene List Genes at least 134.7 control signal

= ! I = | T AR #. Condition Scatter Plot for Bacterial Response S... _

Gene

Treated with lono...

1 Y:PCAcomponent 2 (10.68% variance)

Color rincipal Cumpuneipercem Variancel:umulatiue Perceri - Split Window ] Infection with Bp Mi..|

Principal Compan 18.61% 18.61%

Principal Compon 10 63% 20.20% Display Options .
e : ‘uninfected
- Principal Compon 8.092% 35.38% Change Colors._ ] : . 3

Principal Compan 5.088% 4047 % %
-_ -
Frincipal Compon 4.69% 45.16% nd :_ = e e
Principal Compon 3. 725% 48.88% AT : = N
e ,—DN*\—\'_X PCA compn i
Principal Compan 3.075% a1.896% ] A 1 ke
Principal Compan 2.86% a4 82% LI Infaction with Ep338
“PCA component 3{6.082% variance)
Save Scores 1
Tao save expression profiles whose values are the component scores for
Save Scores... 1 i
each condition, click on Save Scores Ui ey SHilh B L
¥-axis: PCAcomponentd . Conditions:  Bacterial Resp..
Save Profiles Y-axis: PCAcomponent 26 Colored by:  Parameter Tre...

To save gene lists whose associated values comprise the profiles of the TS B 7 i £ 2

principal components, click Save Profiles

L-axis: PCAcomponent 3.

! L - g | | DisplayOptions...‘ View: |3D Scatter Plot -
Close Help Close Help

Save Profiles...

Source: Analysis Guides: PCA



Viewing Principal Component Loadingsin a

Scatter Plot

Each point represents a single gene.

Useful for selecting and making lists of genes that exhibit high levels of one or
two principal components.

Genes that exhibit high levels of the first principal component and low levels of
the second principal component are displayed in the lower right corner of the

plot.

Genes exhibiting equal levels of the two components lie along the diagonal.

» GeneSpring Yeast Genes : like YMR199W (CLN1) (0.95)

EHI Gene Lists
1 PCA Yeast cell cycle time
1 PIR keywords
1 simplified Gene Ontology
%1 all Qenes
] all genomic elements

Gene Trees
Condition Trees
Classifications
Pathways

Array Layouts
Expression Profiles
External Programs
Bookrarks

Scripts

=]

File Edit View Experiments Colorbar Filtering Tools Annotations Window Help

1 POA component 2 (PCA 2 component)

g

-1

\1\>®\'\ j_}(: PC& componant 1 (PC
1

s PCATompanent 3 (PCA 3 componenty

Weaxis: PCAcompanent ! (PCA
Y-axis: PCAcompanent 2 (PCA
F-avis: PCAcampaonent 3 (PCA

Show All Genes

1eo..
2co..
3o

Colored by Yeast cell cycle time seri..
Gene List  like YWRE193W (CLN1Y (0.

Magnification : 1

Expression

Seuree=cemeSpring Manual 7.2



Viewing Principal Componentsin an
Ordered List (PCA on Genes)

The best way to visualize the genes that exhibit the highest levels of an
individual component is to use the Ordered List view

Genes exhibiting the highest levels of the selected principal component are
displayed on the left side of the Genome Browser and have the longest
lines extending upward from them.

Genes will be ordered according to their correlation to the principal
component .

Source: GeneSpring Manual
7.2



Similarity Measure

GeneSpring Tutorials:

Gene Tree & Condition Tree (Hierarchical Clustering) View
http://www.chem.agilent.com/cag/bsp/SiG/Downloads/Tutorial/gene tree and condition tree.viewlet/ge

ne tree and condition tree viewlet swf.htmi




Similarity Measures

Source:

& 0
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Distance and Similarity M easure

OO




Similarity Measures

2
! 3

Kendall's tau

Pearson’s rho measures the strength of a linear relationship [(a), (b)].
Spearman’s rho and Kendall’'s tau measure any monotonic relationship
between two variables [(a), (b) ,(c)].

If the relationship between the two variables is non-monotonic, all three
correlation coefficients fail to detect the existence of a relationship [(e)].

Both Spearman’s rho and Kendall's tau are rank-based non-parametric
measures of association between variable X and Y.

The rank-based correlation coefficients are more robust against outliers.

Algorithm they use different logic for computing the correlation coefficient, they seldom lead to markedly different conclusions
(Siegel and Castellan, 1988).



Clustering Analysis

GeneSpring Tutorials:

Gene Tree & Condition Tree (Hierarchical Clustering) View
http://www.chem.agilent.com/cag/bsp/SiG/Downloads/Tutorial/gene tree and condition tree.viewlet/ge

ne tree and condition tree viewlet swf.htmi




Clustering Analysis

+ )

Cluster analysis is the organization of a
collection of patterns into clusters based on
similarity. The problem is to group a given
collection of unlabeled patterns into
meaningful clusters.

()*
K-mesns
Hierarchical Clustering: Gene Tree and
Condition Tree
Self-Organizing Map
QT Clustering

Two important properties of a clustering definition:

1. Most of data has been organized into non-
overlapping clusters.

2. Each cluster has a within variance and one
between variance for each of the other clusters.
A good cluster should have a small within
variance and large between variance.




Clustering Analysisin Microarray
Experiments

Find natural classes in the data
ldentify new classes/gene correlations
Refine existing taxonomies

Support biological analysis/discovery

cluster genes based on samples profiles
cluster samples based on genes profiles

4 5

genes with similar function have similar
expression profiles



Clustering Analysisin GeneSpring 7.2

Source: GeneSpring Manual
7.2



K-Means Clustering

K-means is a partition methods for clustering.
Data are classified into k groups as specified by the user.
Two different clusters cannot have any objects in common, and
the k groups together constitute the full data set. o _
Optimization problem:
Minimize the sum of squared within-cluster distances
we= 3 (5.,

k=1 C(i)=C(j)=k

Converged




Saving/Viewing K-means Cluster Results

Source: GeneSpring Manual
7.2

The Classifications folder in the Navigator
contains genes that have been grouped or
classified into groups as defined by K-means

or SOM clustering. m




Heat Map
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Heat M ald (conti.)




Hierarchical Clustering

Hierarchical clusteri NJ can be perform using

agglomerative and divisive approaches. The result is a tree
that depicts the relationships between the objects.

Divisive clustering: begin at step 1 with all the data in one cluster,
In each subsequent step a cluster is split off, until there are n
clusters.

Agglomerative clustering: all the objects start apart. There are n
clusters at step 0, each object forms a separate cluster. In each
subsequent step two clusters are merged, until only cluster is left.

Non-Hierarchical clustering

K-means
The EM algorithm
Nearest Neighbor



Hierarchical Clustering and Dendrogram

(Kaufman and Rousseeuw, 1990)

1. 5
Average-Linkage

UPGMC (Unweighted Pair-Groups Method Centroid)

UPGMA (Unweighted Pair-Groups Method Average)




Viewing Gene/Condition Tree Clustering

Results

GeneSpring uses
the 'centroid’
clustering method.
In this method, the
distance between
two clustersisthe
distance between
the averages of the
data points under
one branch and the
averages of the
data points under
another

Source: GeneSpring Manual

7.2



Self-Organizing M aps (SOM)

SOMs were developed by Kohonen in the early 1980®, original area was in the
area of speech recognition.

ldea: Organise data on the basis of similarity by putting entities geometrically
close to each other.

12x8=96 ¢

SOM is unique in the sense that
it combines both aspects. It can
be used at the same time both to
reduce the amount of data by
clustering, and to construct a
nonlinear projection of the data
onto a low-dimensional display.

1995, 1997, 2001 Images:SClpath



Algorithm of SOM

Tamayo, P. et al. (1999). Interpreting patterns of
gene expression with self-organizing maps: Methods
and application to hematopoietic differentiation.

Proc Natl Acad Sci 96:2907-2912.



Rows—The number of rows in
your grid. The default setting is
based on the number of genes
and conditions in the selected
experiment(s). ¢
Columns—The number of
columns in your grid. The
default setting is based on the
number of genes and
conditions in the selected
experiment(s).

Number of Iterations—How
many times each gene is
examined. For example, if
there are 10,000 genes and
60,000 iterations are specified,
each gene is examined six
times.

Neighborhood Radius—How
many nodes move toward a
data point at the beginning of
the iteration, and therefore
how similar the profiles are for
each node.

Source: GeneSpring Manual

7.2



QT (Quality Threshold) Clustering

Minimum Cluster Size: Minimum number of genes
that you would like to have in each cluster.

Minimum Correlation: Minimum correlation that
genes within each cluster must have to one another.

The diameter is the equivalent of 1 minus the
minimum correlation.



Algorithm of QT Clustering

The result is a set of non-
overlapping QT clusters that
meet quality threshold for both
size, with respect to number
of genes, and similarity, with
respect to maximum allowable
diameter.

Genes that do not belong in
any clusters will be grouped
under the “unclassified” group.




Interpreting the Results

QT Clusters are displayed according to the cluster size, from the largest to the
smallest.

Set 1 is the largest cluster, followed by set 2, etc...

All sets will have at least the user-defined minimum cluster size and the
minimum correlation (diameter).

For example, all 147 genes in Set 1 below are at least 0.98 correlated to each
other.

Genes that did not meet the minimum quality are grouped under the
“unclassified” category.




QT Clustering (onti)

3

Quality Guarantee

Number of clustersis not specified apriori
All possible clusters are considered

3
Computationally Intensive/Time Consuming

$ 7



Class Prediction Analysis

Analysis Guides: Class Prediction: K-Nearest Neighbors
http://www.chem.agilent.com/cag/bsp/SiG/Downloads/pdf/class prediction.pdf

GeneSpring Tutorials: Viewing Genes by Classification View
http://www.chem.agilent.com/cag/bsp/SiG/Downloads/Tutorial/view gene by classification.viewlet/view

gene by classification viewlet swf.html




Class Prediction Analysis

Class prediction analysis is designed to predict the value, or “class”, of
an individual parameter in an uncharacteristic sample or set of
samples.

The Class Predictor tool in GeneSpring performs this analysis in two
steps.

First, the Class Predictor algorithm examines all genes in the training set
individually and ranks them on their power to discriminate each class from
all the others.

Next it uses the most predictive genes to classify the “test set” .

This method can be used, for instance, to predict cancer types using
genomic expression profiling.

Predict the class/phenotype/parameter of a sample

Identify genes that discriminate well among classes

Identify samples that could be potential outliers

This technique is best used with at least 20 samples or conditions per
class.



Classification of Genes, Tissuesor Samples
(Supervised L ear ning)




K-Nearest Neighbors



Gene Sdlection
8 9 1.

each gene is tested for its ability to discriminate
between the classes using a signal-to-noise score



Gene Salection (conti)

1. The class prediction isolates a gene.

2. For each sample, it calculates the probability of obtaining the observed number of
samples from each class above and below that cutoff mark by chance, using Fisher’'s

exact test.
3. Selects the smallest p-value calculated in step 2.
prediction strength = - log(p-value)

Repeats steps 1 to 3 for all genes.

4. Ranks the genes according to their predictive strength for each class.

5. Genes with highest predictive strength for each class are selected equally to generate a
final list of best predictor genes. The final number of best predictors is user-specified.



Decision Cutoff for P-value Ratio

A rule indicating how the algorithm should make a prediction for the test
sample.

A p-value ratio of 0.2 (equivalent to 1/5) indicates that the algorithm will
make a prediction if the p value (probability that the test sample is
predicted as belonging to one class by chance) of the first best class is
at least 5 times smaller than the p-value of the next best class.

If the actual p value ratio is less than the cutoff, a prediction will be
made.

If the ratio is higher, no prediction will be made.

Setting the p value cutoff to 1 will force the algorithm to always make a
prediction but may result in more prediction errors.



K-Nearest Neighbors

The number of k-nearest neighbors is user-defined.

1.Counts the k-nearest samples (in Euclidean distance) in the training set to
the new sample to be classified.

2. Determines the proportion of neighbor samples from each class and makes
a ‘vote’ for each class.

3. Calculates p-values for the likelihood of observed representation of each
class.

4. Computes the ratio between the p-value of the most highly represented
class and the p-value of the next most highly represented class.

5. Allows “no prediction” result if differential between p-values is above
Decision cutoff for P-value ratio



K-Nearest Neighbor s conti)

The class prediction analysis for k-nearest neighbors is designed
for experiments with at least 20 or so samples in each class.

It is possible to use the Class Predictor when you have very small
sample sizes if you disable the p-value cutoff function.

For sample sizes of less than 5, specify 1 or 2 number of
neighbors and specify 1 in the p-value cutoff field.



K-Nearest Neighbor s conti)

P-values are computed for testing the likelihood of seeing at
least the observed number of neighborhood members from
each class based on the proportion in the whole training set.

The class with the smallest p-value is given as the predicted
class. The column labeled “P-value ratio” is the ratio of the p-
value for the best class to that of the second-best class.

The predictor will make a prediction if this ratio is less than the
“P-value Cutoff” specified on the initial panel, and will not
make a prediction if the ratio is above this cutoff.



Support Vector Machine (SVM)

Multi-class problem




SVM



END

hmwu@stat.sinica.edu.tw

http://www.sinica.edu.tw/~hmwu/Talks/index.htm




